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Designed for fast prototyping and testing

Main features of fluke

• Open source: fluke is an open-source Python package;

• Easy to use: fluke is designed to be extremely easy to 
use out of the box;

• Easy to extend: fluke is designed to minimize the overhead 
of adding new algorithms;

• Up-to-date: fluke comes with several (30+) state-of-the-art 
federated learning algorithms and datasets and it is regularly 
updated to include the latest affirmed techniques;

• Easy to read: the source code of the algorithms is written to mimic 
as close as possible the description in the reference papers.

https://github.com/makgyver/fluke



Install it using a single command

fluke is on PyPi!

… or by cloning the repo



fluke CLI

required option to set the 
configuration file for the 
experiment

fluke 
command

type of 
experiment sub-
command

path to the experiment  
configuration file

path to the algorithm  
configuration file

You can run your experiment outright with a single command!

*

(*) If you cloned the repo, the command (launched from the fluke folder) is  $ python -m fluke.run —config exp.yaml federation algorithm.yaml



Configuration files
Two YAML files for everything you want to configure

dataset and data 
distribution configuration

general settings 

evaluation settings

logger setting

federated protocol 
configuration

client-side  
hyper-parameters

server-side  
hyper-parameters

model to be learned

algorithm name

Default configuration files can be downloaded using the command:   fluke-get
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fluke CLI - not only federation

same experiment but without the federation - 
the number of epochs client-side are calculated*  
as n_rounds * eligible_perc * local_epochs

You can run the “same” experiment without the federation for comparison

same type of experiment but with all the dataset centralised

(*) The number of epochs can be set by the user via an option of the command, e.g., —epochs=100



Example: FedAVG on MNIST
Fluke comes with many downloadable configuration files ready to be used/modified

downloads the default 
experiment configuration file 

(named exp.yaml) to ./config

downloads the default fedavg 
configuration file (named fedavg.yaml) 
to ./config

(*) If you want to know all the available default configuration files use the command  $ fluke-get list

*

runs the federated algorithm 
specified in fedavg.yaml on the 
dataset specified in exp.yaml



fluke logging
Performance can be logged on your preferred tool

communication cost* classification 
performance**  

(e.g., accuracy, precision, recall, F1 
- marco and micro)

system performance***

(*) The communication cost is estimated as the number fo floating points numbers exchanged by the entire federation. 
(**) Currently, fluke supports only classification but it is straightforward to extend to other tasks. 
(***) System performance are automatically logged by W&B and ClearML.



fluke python API
The python API offers all you need to implement and test your FL ideas

https://github.com/makgyver/fluke

30+ 
FL algorithms11 

datasets

metrics for 
classification

many utility functions 
ready to be used

15 
neural nets

4 
non-iidness



fluke server
Code readability is a key feature of fluke

McMahan et al. Communication-Efficient Learning of Deep Networks from Decentralized Data. AISTATS 2017. 
(*) This is a polish version of the fluke source code.

*



fluke client
Code readability is a key feature of fluke

McMahan et al. Communication-Efficient Learning of Deep Networks from Decentralized Data. AISTATS 2017. 
(*) This is a slightly polish version of the fluke source code.

*



fluke python API - Dataset loading & splitting

dataset  to (down)load* folder where the dataset 
will be stored/loaded

type of non-iidnessthe dataset  to split

(*) fluke currently supports the following built-in datasets: MNIST, MNIST-M, SVHN, FEMNIST, EMNIST, CIFAR10, CIFAR100, Tiny Imagenet, Shakespeare, Fashion MNIST, and CINIC10.



fluke python API - Federated algorithm

number of clients the data splitter which will 
distribute the data among  
clients

the hyper-parameters 
of the algorithm

client server model

the federated 
learning algorithm*

(*) fluke currently includes 31 different federated algorithms that you can use off-the-shelf.



fluke python API - Hyper-parameters
You can load the hyper-parameters from file or hard-coding them

client specific hyper-parameters, 
including the optimizer and the 
scheduler

server specific hyper-parameters
the shared model class*

(*) fluke can also handle cases where clients and server own different models (like sub-network of the overall model)



fluke python API - Logging
Logging is handled using callbacks (i.e., design pattern Observer)

this is the default logger 
(on console) but you can 

also log on W&B, 
Tensorboard or ClearML 

you can add all the observers you like. 
you can observer the clients,  the server 
and the communication channel

the loggers in fluke only 
log evaluation results



fluke python API - Start the training

Log on console Log on your preferred tool You can save and 
restore the FL training



fluke - Adding a new FL algorithm
You just need to implement the core part of your algorithm as described in the paper

You just need to implement what 
characterise your FL algorithm



Implementing Kafè in fluke
Kafè has been presented at ECML PKDD 2024!

this is the standard behaviour of a 
FedAVG client, that is already  

implemented in fluke.client.Client

typical client selection process,  
that is already implemented  

in fluke.server.Server*

this must be implemented !!

Pian Qi , et al. KAFÈ: Kernel Aggregation for FEderated. In ECML-PKDD 2024



Implementing Kafè in fluke
Kafè is a FL algorithm presented at ECML PKDD 2024!

receive the client  
models

<latexit sha1_base64="n1sglCCmJeY/c7+T8TRsRX7eC9Q=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKRI9BLx4jMSaQLGF2MpsMmccyMyuEJZ/gxYMiXv0ib/6Nk2QPmljQUFR1090VJZwZ6/vfXmFtfWNzq7hd2tnd2z8oHx49GpVqQltEcaU7ETaUM0lblllOO4mmWESctqPx7cxvP1FtmJIPdpLQUOChZDEj2Dqp2eyLfrniV/050CoJclKBHI1++as3UCQVVFrCsTHdwE9smGFtGeF0WuqlhiaYjPGQdh2VWFATZvNTp+jMKQMUK+1KWjRXf09kWBgzEZHrFNiOzLI3E//zuqmNr8OMySS1VJLFojjlyCo0+xsNmKbE8okjmGjmbkVkhDUm1qVTciEEyy+vkseLalCr1u4vK/WbPI4inMApnEMAV1CHO2hACwgM4Rle4c3j3ov37n0sWgtePnMMf+B9/gAx1I3C</latexit>

Sm

<latexit sha1_base64="MNGLQIS9uGYImHIXC/2hcLNH77Q=">AAACBXicbVC7SgNBFL3rM8bXqqUWg0FIIIRdkWgZtLGMYB6QrGF2MpsMmX0wM6uEJY2Nv2JjoYit/2Dn3zjZbKGJBwbOPede7tzjRpxJZVnfxtLyyuraem4jv7m1vbNr7u03ZRgLQhsk5KFou1hSzgLaUExx2o4Exb7LacsdXU391j0VkoXBrRpH1PHxIGAeI1hpqWceFR96o7vEK6OiKk3KKK3IrCr1zIJVsVKgRWJnpAAZ6j3zq9sPSezTQBGOpezYVqScBAvFCKeTfDeWNMJkhAe0o2mAfSqdJL1igk600kdeKPQLFErV3xMJ9qUc+67u9LEaynlvKv7ndWLlXTgJC6JY0YDMFnkxRypE00hQnwlKFB9rgolg+q+IDLHAROng8joEe/7kRdI8rdjVSvXmrFC7zOLIwSEcQxFsOIcaXEMdGkDgEZ7hFd6MJ+PFeDc+Zq1LRjZzAH9gfP4AQkaWhA==</latexit>
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Testing Kafè in fluke
You just need to define the configuration files and use the fluke CLI

fluke results (W&B plot) Paper’s result



Give it a try, you won’t regret it!
fluke 0.3.0 is now available!

30+ 11 15
FL algorithms datasets neural networks

propose your FL algorithm 
to be included in fluke!

https://github.com/makgyver/fluke

https://makgyver.github.io/fluke/
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